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A B S T R A C T

Corporate credit rating assessment is one of the crucial problems of credit risk management; it will help the
financial institutions and government decide whether to issue debts. Recent studies focusing on the prediction
of credit rating by using artificial intelligence (AI) techniques have shown impressive results compared to
traditional statistical methods. Although the AI techniques can be used to assess credit risk, the prediction
accuracy is still worth improving further, as even a small improvement in credit rating prediction accuracy
leads to significant loss reduction in the industry. In this paper, we propose new learning analytic methods
to enhance the prediction accuracy of credit rating. First, we devise the metrics based on the credit rating
history of the firms, and expand the feature space with new input variables. This approach can be applied to
any conventional AI methods for improvement of prediction accuracy. Second, we develop a novel learning
algorithm that is designed to take into account historical financial data. We propose the parallel artificial
neural networks (PANNs) ensemble model that creates several independent artificial neural networks (ANNs);
each ANN deals with financial performance of the firms for each year, and the final output of PANNs is
aggregated by ensemble learning. In our experiment, three different real-world datasets are used to validate
the performance of our proposed approach. Consequently, the experimental results show that our proposed
approach achieved competitive results compared to conventional AI techniques.
1. Introduction

Credit risk assessment is one of the most critical management prob-
lems in the field of financial risk, especially after the global financial
crisis, the banks forced on corporate credit rating to reduce the default
risk and systematic risk (Baesens, Setiono, Mues, & Vanthienen, 2003;
Kim & Ahn, 2012; Tsai & Chen, 2010; Yu, Wang, & Lai, 2008). Credit
rating is an independent evaluation process whose aim is to find out
how a debtor is capable and willing to meet its payable obligations,
specifically based on the complex analysis of all the known risk factors
of the assessed object (Hájek, 2011). Credit rating is not only used for
bank’s financial instrument, but also a risk management tool, which is
used by bond investors, debts issuers, and even government officers.
Debt issuers use credit rating as a measure of the company risk, it
presents the level of the credit risk of debtors, predicting their ability
to pay back the debts, allowing firms issuing debt to estimate the
likely return investors require. Moreover, bankers and regulators rely
on credit rating to make a decision; many regulatory requirements
for the financial decisions are based on the current credit rating. In
general, credit rating is assigned to market participants by credit rating
agencies; in the marketplace, the largest of credit agencies are Standard
& Poor’s (S&P), Moody’s, and Fitch Ratings. However, these agencies
charge large fees for their services, because they invest large amounts
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of time and human resources in performing the credit rating process.
Also, these agencies periodically provide ratings that do not reflect
the real situation due to time lag. Therefore, there is a much larger
effort the researchers made to simulate the credit rating process. The
prediction accuracy of credit rating has a significant impact on finan-
cial institutions’ profitability and government regulations. Even a 1%
improvement on the prediction accuracy of the corporate credit rating
will decrease a significant loss and risk for both financial institutions
and government (Tsai & Chen, 2010). Thus, developing an appropriate
model for credit rating is the most important and difficult task for
managers and researchers in both industry and academia.

Many statistical methods have been used for prediction of credit rat-
ings, such as logistic regression (Laitinen, 1999; Reichert, Cho, & Wag-
ner, 1983; Thomas, 2000), linear discriminant analysis (LDA) (Thomas,
2000), and multivariate adaptive regression splines (MARS) (Friedman
et al., 1991). Although these methods have wide applications in the
financial area, the statistical models have difficulty in modeling the
complex financial systems due to the limitations of the model and
the statistical assumptions. By contrast, the artificial intelligence (AI)
techniques are affected by these restrictions to a much lesser degree.
Recently, AI techniques have been widely applied in financial areas,
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especially in credit rating assessment. AI methods can automatically
extract useful information from the dataset to develop different predic-
tion models. The main difference between statistical methods and AI
techniques is that statistical methods usually need the researchers to
propose a model to fit the dataset; thus, the limitations of the statistical
methods are the assumption about the distribution of the data and
linearity of the classification model definitions. Many empirical studies
have demonstrated that the performance of AI techniques is superior
to traditional statistical methods, especially for non-linear credit rating
classification. Among these studies, the most popular methods are
Support vector machines (SVM) (Baesens, Van Gestel et al., 2003; Cao,
Guan, & Jingqing, 2006; Kim & Ahn, 2012; Krebel, 1999; Wang, Wang,
& Lai, 2005) and artificial neural networks (ANN) (Desai, Crook, &
Overstreet, 1996; Lai, Yu, Wang, & Zhou, 2006; Thulasiram, Rahman,
& Thulasiraman, 2003). Also, many scholars put much effort on the hy-
brid models and ensemble methods, which have more prediction power
compared to conventional AI methods. Donate, Cortez, Sánchez, and
De Miguel (2013) and Yu et al. (2008) proposed several novel neural
network ensemble models and verified that they have better forecasting
performance. Due to the success of ensemble ANN model, it has been
widely applied in many areas. However, training the ensemble ANN
has a huge time consumption due to large training subsets. In order
to accelerate the training process, Zhang, Xu, Zhang, and Root (2016)
proposed a powerful and general parallel artificial neural network to
accelerate the training process. Large numbers of training samples are
distributed to multiple cores on a cluster system to achieve a high
speed-up for training.

Motivated by Zhang et al. (2016), we propose a novel parallel
ANNs model, which takes into account the past financial performance
to improve the accuracy of credit rating prediction. Similar to multi-
agent ANNs (Yang & Browne, 2004) and the parallel ANN training
technique (Zhang et al., 2016), our proposed model creates several
independent traditional ANNs. However, the main difference is that
our proposed model takes into consideration historical financial data,
e.g., each ANN deals with each year’s financial performance, and the
more powerful classifier is aggregated by extracting useful information
from historical data. Overall, the parallel ANNs model consists of 𝑛

NNs, and each ANNs’ outputs are combined for the final output by
he weighted average algorithm. On the other hand, we adopt a new
pproach to build metrics and characterize past movements in credit
ating, inspired by Kim (2003), Masoud (2014) and Saia, Carta, and
enu (2018). We consider the historical data of credit rating as a time
eries of financial feature, and construct the metrics based on credit
ating history. We propose five metrics, which include Momentum,
isparity, Disparity ratio, First-order variation, and Second-order vari-
tion. Momentum measures the change in credit rating over a year;
isparity measures the distance between its current rating and moving
verage over the past 𝑇 (𝑇 ≥ 1) years; Disparity ratio represents the ratio
f the difference between its current rating and moving average to the
ifference between the highest credit rating and the lowest credit rating
ver the past 𝑇 years; First-order variation measures the cumulative
hange in credit rating and its volatility (or mobility) for the past 𝑇

years; Second-order variation measures the volatility of credit rating
and focuses more on big movements.

The main goal of this paper is to utilize historical financial data
and credit rating history for improving prediction accuracy. In pursuing
this goal, we make the following contributions. First, a novel ensemble
method (called PANNs) is proposed based on the parallel computing
technique that takes into account historical financial data. Our ap-
proach is validated by two different real-world cases from the U.S
and Japan, and compared to established classifiers. The four different
comprehensive performance metrics are employed to assess predictive
performance for different perspectives such as the precision, recall, 𝐹1
core, and AUC. Second, new metrics are built to extract the char-
cteristics from credit rating history, and applied to conventional AI
2

ethods, e.g., SVM, Stacking, Random Forest, ECOC, and ANN. In order
to validate the effectiveness of our approach, three different real-world
datasets from the U.S. and one dataset from Japan are adopted in
our experiment. Via the experimental study, it is shown that utilizing
historical financial data and credit rating history is an effective way
to enhance the prediction accuracy for the credit rating classification
problem, and our approaches yield promising results in credit rating
assessment.

The rest of this paper is structured as follows. Section 2 reviews
the related work in the area of credit rating assessment. Section 3
briefly introduces the conventional learning algorithms, which include
multi-class SVM (One-vs-One, One-against-All), Random Forest, ECOC,
OMSVM (Forward, Backward), Stacking, and ANN. Section 4 presents
the data preprocessing and feature selection, then reveals the ex-
perimental results of conventional methods. Section 5 proposes new
metrics based on credit rating history and a novel structure of ensemble
learning ANNs, named parallel ANNs (PANNs). Section 6 analyzes the
obtained experimental results. Section 7 provides the conclusion.

2. Related work

A large number of credit rating classification methods have been
proposed in the literature. Support Vector Machines (SVM) is one of the
most powerful methods for the multi-label credit rating classification
problem. SVM is originally devised for binary classification, but it is
not naturally geared for multi-class classification. Cao et al. (2006)
extended the standard SVM to multi-class SVM by constructing sev-
eral binary classifiers, and applied to the multi-class classification of
credit rating. Kim and Ahn (2012) devised a novel ordinal pairwise
partitioning multi-class SVM (OMSVM), which extended the binary
SVM by using the ordinal pairwise partitioning strategy, and it can
efficiently and effectively deal with multiple ordinal classes through
constructing fewer classifiers. The benefit of multi-class SVM is that
the solution of SVM may be globally optimal because the goal of SVM
seeks to minimize structural risk. More recently, Maldonado, Pérez, and
Bravo (2017) proposed two novel cost-based Mixed-integer program-
ming approaches for SVM used in credit rating classification, which
demonstrated the effectiveness of these methods in terms of predictive
performance at a low cost in the real-world data from Chilean banks.

ANN is another popular machine learning technique that has been
more frequently adopted in the application of corporate credit rating
assessment. Baesens, Setiono et al. (2003) and West (2000) investigated
the performance of the ANN model in credit rating, and showed the
ANN model performs better than the traditional statistical methods.
ANN benefits from strong learning ability and facilitates risk modeling
without assumptions about the relationship between the variables (Li
& Zhong, 2012). However, ANN is challenging to explain how input
variables in network prediction relate to each other, and also ANN
has much computational complexity and running time requirements.
Extreme learning machines (ELM) have developed to overcome this
problem. Bequé and Lessmann (2017) examined the performance of
ELM for credit scoring in three different aspects, (i) ease of use,
(ii) computational complexity, (iii) discriminative accuracy, and also
assessed the ELM in conjunction with different ensemble frameworks.

Recent works showed that hybrid models and ensemble meth-
ods can achieve a better result for credit rating assessment. Among
them, Yu et al. (2008) developed a multistage neural network ensemble
model to evaluate credit rating. The new selective ensemble strategy
consists of two critical steps, the first step is scaling, which transforms
decision values to degrees of reliability, the second step is fusion,
which aggregate degrees of reliability to generate final classification
results. Donate et al. (2013) proposed an evolutionary artificial neural
network (EANN) to evolve a fitness weighted 𝑛-fold cross-validation
ANN ensemble scheme for time series forecasting, which demonstrated
the EANN model has the capability of forecasting for the future based
on time-series data. More recently, Abellán and Castellano (2017)

compared Credal Decision Tree (CDT) with several base classifiers
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applied in different ensemble schemes for credit rating tasks. He,
Zhang, and Zhang (2018) extended the BalanceCascade approach to
generate adjustable balanced subsets based on the imbalance ratios
of training data for obtaining superior predictive performance. In
addition, Chornous and Nikolskyi (2018) proposed an ensemble-based
technique combining selected base classification models with business-
specific feature selection add-on to increase the classification accuracy
of the real-life case of credit scoring.

Despite the tremendous amount of studies and high quality re-
sults for credit rating assessment, there is very little literature studied
on utilizing historical financial data and credit rating history for an
improvement of prediction accuracy. Several studies emphasize the
ensemble frameworks that combine multiple classifiers are superior to
a single classifier in isolation. However, they have not considered the
effects of the previous financial performance and credit rating history
on the current credit rating. In this work, we develop an ensemble
method to examine the effects of previous financial performance on the
current credit score, which takes advantage of the parallel computing
structure to take into account historical financial data. Moreover, the
credit rating history contains vital information on the firms’ finan-
cial position. Thus, constructing the credit rating metrics to measure
the movement of credit ratings is well-suited to improve prediction
accuracy for any AI methods.

3. Conventional learning algorithms

3.1. Multi-class SVM

In general, the conventional SVM is devised for binary classifica-
tion. It is not naturally geared for multi-class classifications of credit
ratings. However, there exists a variety of techniques to extend the
conventional SVM to multi-class SVM. The main idea of these tech-
niques is to decompose the multi-class problem into several binary-class
problems, and then combines several binary classifiers. In this subsec-
tion, we will present three main methods, which include multi-class
SVM (One-vs-one, One-against-all), ECOC, and OMSVMs (Forward,
Backward).

Constructing several binary classifiers: One-vs-one
The method of One-vs-one involves decomposition of the multi-class

SVMs to binary classifiers for each two classes. Assume there are 𝑘
lasses, the One-vs-one model constructs 𝑘(𝑘−1)

2 pairs of binary SVMs
classifiers for all pairs of classes. For each pair of classes, a binary SVMs
classifier is constructed by maximizing the margin between the two
classes. The decision-function assigns an instance to a class that has
the largest number of votes that so-called vote count strategy, which
was introduced by Krebel (1999). For training data from the 𝑖th and
the 𝑗th classes, we solve the following binary classification problem:

Min1
2
(𝐰𝑖𝑗 )𝐓𝐰𝑖𝑗 + 𝐶

∑

𝛿𝑖𝑗𝑡 ,

subject to ∶ 𝑦𝑖(𝐰𝑖𝑗 )𝐓𝐾(𝒙𝑖) + 𝑏𝑖𝑗 + 𝛿𝑖𝑗𝑡 − 1 ≥ 0, 𝛿𝑖𝑗𝑡 ≥ 0, (1)

where 𝐾(⋅) is the kernel function that maps the attributes to a high
dimensional space.

Constructing several binary classifiers: One-against-all
This method constructs 𝑘 binary SVM classifiers for a 𝑘-class classi-

fication, e.g. class 1 vs all other classes; class 2 vs all other classes; ...;
until class 𝑘 vs all other classes. The method of multi-class One-against-
all has been published by Statnikov, Aliferis, Tsamardinos, Hardin, and
Levy (2004). The 𝑚th class SVM is trained with all of the examples in
the 𝑚th class with positive labels and all other examples with negative
labels (Statnikov et al., 2004). Thus, the 𝑚th SVMs solves the following
problem:

Min1 (𝐰𝑚)𝐓𝐰𝑚 + 𝐶
𝑛
∑

𝛿𝑚𝑖 ,
3

2 𝑖=1
subject to ∶ 𝑦𝑖[(𝐰𝑚)𝐓𝐾(𝒙𝑖) + 𝑏𝑚] + 𝛿𝑚𝑖 − 1 ≥ 0, 𝛿𝑚𝑖 ≥ 0, (2)

here 𝐾(⋅) is the kernel function that maps the attributes into a high-
imensional space. The combined One-against-all decision function
hooses the class for a sample that corresponds to the maximum of 𝑘
inary classification functions that are specified by the farthest positive
yperplane (Kim & Ahn, 2012).

onstructing several binary classifiers: Error-Correcting Output
odes (ECOC)

The ECOC approach, adopted from the digital communication the-
ry, fuses the decisions that were generated by individual SVM clas-
ifier, which was introduced in Dietterich and Bakiri (1994). This
ethod constructs a code matrix, where row 𝑖 represents the code-

ector of class 𝑖, and column 𝑗 represents a classifier assignment.
hen, to determine the class, ECOC compares the error-correcting codes
ith each row of the matrix. Assuming there are 𝑄 classes and 𝑆 is

he number of binary classifiers, during the process a new input 𝑥
s classified by computing the vector formed by the outputs of the
lassifiers, 𝑓 (𝑥) = (𝑓1(𝑥), 𝑓2(𝑥),… , 𝑓𝑆 (𝑥)) and choosing the class whose
orresponding row is closest to 𝑓 (𝑥) (Klautau, Jevtić, & Orlitsky, 2003).
hus, the classification can be seen as a decoding operation and the
lass of input 𝑥 is computed as:

arg min
={1,…,𝑄}

𝑑(𝑚𝑞 , 𝑓 (𝑥)), (3)

here 𝑚𝑞 is the coding matrix of 𝑞th row, 𝑄 is the number of classes,
is generally the Hamming distance, which is computed as follows:

(𝑚𝑞 , 𝑓 ) =
𝑆
∑

𝑠=1

|𝑚𝑞𝑠 − 𝑠𝑖𝑔𝑛(𝑓𝑠)|
2

. (4)

Klautau et al. (2003) showed an example of the error-correcting codes
for four-class classification where a classifier (𝑝 vs 𝑞) responds with +1
when the output class is 𝑝 and −1 when the output class is 𝑞.

Constructing several binary classifiers: OMSVM (Forward and
Backward)

The methods of multi-class SVM are of interest to researchers, who
investigate how to achieve effective and efficient classifiers for credit
ratings. A new type of multi-class SVM technique has been developed
by Kim and Ahn (2012), and it is called ordinal pairwise multi-class
SVM (OMSVM). The OMSVM is a hybrid algorithm that applies the
ordinal pairwise partitioning technique to multi-class SVM. The par-
titioning One-against-followers method is similar to One-against-all in
multi-class SVM, but OMSVM builds fewer classifiers and works more
efficient. The binary classifiers are constructed for the pairs {(𝑖, 𝑗) ∶
𝑖 = 1, 2,… , 𝑘 − 1, 𝑗 =

⋃𝑘
𝑚=𝑖+1 𝑚}, where 𝑘 is the total number of

classes. Consequently, One-against-followers constructs 𝑘 − 1 binary
classifiers if there are 𝑘 classes. Regarding the methods of fusion,
there are forward and backward methods. The forward method fuses
the binary classifiers from the lowest level of classes to the highest
level of classes. In contrast, the backward method combines the binary
classifiers in reverse direction, i.e., it constructs the binary classifiers
from the highest classes to the lowest classes. Also, Kim and Ahn
(2012) graphically showed that the binary classifiers and order of their
application for the four-class classification problem and the mechanism
of each type of OMSVM.

3.2. Random forest

Random Forests (RF) is a bagging ensemble learning algorithm,
which is widely used in different areas such as classification, regression,
and feature selection. That is because there are many advantages,
e.g., it has a higher prediction accuracy than other methods, and the
randomness of RF can effectively avoid over-fitting. At the beginning
of the RF method, the bootstrap algorithm is employed to generate
different subsets from the original training set, and the base learners

of each subset (i.e., Decision Trees) are trained on these subsets.
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In general, RF is a dual diversity Decision Tree (DT) that combines
bagging and random subspace feature selection to merge individual
decision trees (Breiman, 2001). Randomness is explicitly introduced as
the following two steps. First of all, 𝑇 subsets are generated, where each
subset is randomly selecting 𝑁 (sample size) data from the original
sample. In addition, each subset is independent of others. Secondly, an
un-pruned tree is built from each subset using random subspace feature
selection to generate splits, it reduces the correlation between trees in
the forest. Each tree casts a unit vote for the most popular class at the
point 𝑡 ∈ 𝑇 , with the final class is obtained by majority rule (Breiman,
2001). RF differs from simple tree bagging in the sense that the former
selects a random subset of features at each candidate splitting point
when growing DTs. After 𝑛 DTs have been created, majority voting is
performed to determine the label of prediction.

3.3. Artificial neural network (ANN)

Artificial neural network (ANN) is originally proposed to simulate
the way of biological neural network. With the capability to learn
complex relationships between inputs and outputs, ANN has been
widely used in many applications. Many researchers have developed
the artificial neural networks as useful high-performance analysis tools
for credit rating (Abdou, Pointion, & EI-Masry, 2008; Baesens, Setiono
et al., 2003; Hájek, 2011; West, 2000; Zhou & Da Xu, 2001). An ANN
is composed of a group of neural nodes that link with weighted nodes.
Every node can simulate a neuron of creatures, and the connection
among the neurons (Hájek, 2011; Zhong, Miao, Shen, & Feng, 2014).
The most general type of neural network consists of three layers of
units: input layer, hidden layer, and output layer. A layer of input
units is connected to a layer of hidden units, which is connected
to a layer of output units. Multi-layer Perceptron (MLP) is a simple
feed-forward neural network, which is frequently used with excellent
approximation capabilities, and it performs a linear combination of
input variables (Abdou et al., 2008). More formally, assuming that a
simple MLP consists of one hidden layer and two output neurons, the
hidden layer has 𝑁 nodes and denote ℎ𝑖 as the output of hidden neuron
𝑖. The output of hidden layer is computed by processing the weighted
inputs and its bias term 𝑏(1)𝑖 as follows.

ℎ𝑖 = 𝑔(1)(𝑏(1)𝑖 +
𝑁
∑

𝑗=1
𝑤(1)

𝑖𝑗 𝑥𝑗 ), (5)

where 𝑤(1)
𝑖𝑗 denotes the weight connecting input 𝑗 to hidden unit 𝑖. Then,

the final output of MLP 𝑂𝑖 can be expressed in the following:

𝑂𝑖 = 𝑔(2)(𝑏(2)𝑖 +
𝑁
∑

𝑗=1
𝑤(2)

𝑖𝑗 ℎ𝑗 ), (6)

where 𝑤(2)
𝑖𝑗 is the connection weight from the 𝑗th hidden node to the 𝑖th

output node, and 𝑔 is the activation function. The activation function al-
lows the network to model nonlinear relationship in the data (Baesens,
Setiono et al., 2003). There are different types of activation function
for each neuron such as Tanh, ReLu, and Sigmoid. A MLP can apply
different activation functions depending on the problems. The parame-
ters of weights 𝑤𝑖𝑗 need to be updated during a training process, which
is usually based on gradient descent or stochastic gradient descent
learning algorithm to minimize some kind of loss function over a set
of training observations. Starting from initial random weights, MLP
minimizes the loss function by repeatedly updating these weights. If the
loss function is the mean squared error and 𝜖 is the distance between
the anticipated output and output of MLP, then 𝜖 is computed by

𝜖 = 1
2

𝑁
∑

𝑖=1
‖𝑂𝑖 − 𝑦𝑖‖

2, (7)

where 𝑦𝑖 is the label of output. The weights 𝑤𝑖𝑗 will be adjusted
iteratively by the partial derivative of the distance 𝜖 and the learning
rate 𝛾;

𝛥𝑤𝑖𝑗 = −𝛾 × 𝜕𝜖
𝜕𝑤𝑖𝑗

. (8)
4

Fig. 1. Credit ratings from 2014 to 2016 for the U.S. data.

3.4. Stacking

Ensemble learning method is another approach to improve the
prediction accuracy for credit ratings; they are composed of several
base learners, then the ensemble learning algorithm is trained to make
a final prediction using all the outputs of the base learners. Ensemble
learning method typically yields better performance than any single
learning models. It also has been successfully used on both supervised
learning tasks and unsupervised learning tasks. Wolpert (1992) pro-
posed the Stacking ensemble learning method, which involves training
a learning algorithm to combine the predictions of several other learn-
ing algorithms. Compared to bagging and boosting ensemble methods,
Stacking is normally used to combine different types of the base learn-
ing algorithm, it can avoid the over-fitting effectively (Srivastava,
Hinton, Krizhevsky, Sutskever, & Salakhutdinov, 2014). The first step
of stacking is to predict training set and testing set with some base
level classifiers, and then use these predictions as features for high-
end learner. The original data and the base learners construct the new
datasets by ordinary cross-validation. The second step is that the high-
end learning algorithm is employed to aggregate the base classifiers.
Although an arbitrary high-end learning algorithm is used, Stacking
can theoretically represent any of the ensemble techniques. In general,
logistic regression is often used as the high-end learner.

4. Data and experimental results

4.1. Real world dataset

To validate the performance of the model, we first apply three
different real-world datasets from the U.S., each of which consists of



Expert Systems With Applications 165 (2021) 113925M. Wang and H. Ku
Table 1
28 financial features.

Assets - Total Sales/Turnover (Net)
Cash Stockholders Equity - Total
Debt in Current Liabilities - Total Interest and Related Expense - Total
Long-Term Debt - Total Market Value - Total Fiscal
Earnings Before Interest Book Value Per Share
Gross Profit (Loss) Common Equity - Liquidation Value
Liabilities - Total Comprehensive Income - Parent
Retained Earnings Employees
Total Debt/Total Asset Inventories - Total
Total Asset/Total Liabilities Earnings Per Share from Operations
EBTI/Total Assets Revenue - Total
Gross Profit/REV Operating Activities - Net Cash Flow
EBTI/REV Financing Activities - Net Cash Flow
Dividends per Share - Pay Date - Calendar Net Cash Flow

Table 2
Credit ratings mapping.

New rating classes Old ratings

Class A: AAA, AA+, AA, AA-, A+, A, A-
Class B: BBB+, BBB, BBB-
Class C: BB+, BB, BB-
Class D: B+, B, B-, CCC+, CCC, CCC-, CC, C, D

901 publicly-traded firms with 28 financial features that come from
Quarterly reports1 of the firms. The financial features were collected
from Bloomberg, a major financial institution which provides the fi-
nancial data service in North America. The credit ratings of the firms
were obtained from Standard and Poor’s (S&P). Corporate credit rating
is a process in which a grade 𝑤 ∈ 𝛺 from a predefined rating scale 𝛺 is
assigned to a company. The rating scale of Standard and Poor’s (S&P)
is 𝛺 = {AAA, AA+, AA, AA-, A+, A, A-, BBB+, BBB, BBB-, BB+, BB,
BB-, B+, B, B-, CCC+, CCC, CCC-, CC, C, D}; a total of 22 grades that
are ordered from AAA rating, the most promising for investors, to D
rating, the most risky one. Fig. 1 illustrates the distribution of the credit
ratings from 2014 to 2016 for U.S data. The original financial features
include firm’s size, financial structure, detailed financial records, ability
to paying a debt, etc., which are known to affect the prediction of credit
rating. These financial features are listed in Table 1.

In each dataset, the respective numbers of firms for CCC+ or below
are very small. In fact, CCC+ or below ratings are usually treated
similarly in the market due to high risk meaning that the debtor is
currently highly vulnerable to no payment. To avoid an imbalance
dataset, we group the ratings into four classes as listed in Table 2. After
grouping them, the distribution of new rating classes is shown in Fig. 2.

4.2. Data preprocessing

The data preprocessing usually has a significant impact on the
prediction performance of AI algorithm. It operates a linear transfor-
mation on the research data so that it can be used as the inputs for AI
algorithms through the following two steps. The first step is that we
convert the categorical credit ratings to numerical data, e.g., class A is
converted to ‘‘1’’, . . . , and class D is converted to ‘‘4’’. Some researchers
use other labels to classify credit ratings; for instance, Zhong et al.
(2014) used real numbers in [−1, 1] for labels of credit rating. In order
to mitigate the size effect, we apply min–max normalization to all input
variables. Min–max normalization performs a linear transformation on

1 Quarterly reports are issued by companies every three months, and
include key accounting and financial data for a company. The Securities and
Exchange Commission (SEC) requires issuers of publicly traded shares to file
Form 10-K annually and Form 10-Q quarterly within 60 days of the end of
applicable period.
5

Fig. 2. Distribution of new rating classes from 2014 to 2016 for the U.S. data.

the original data. It is often applied to improve the model performance,
because it ensures that the larger value of an input variable does not
overwhelm the smaller value of features. Suppose 𝑋min and 𝑋max are
the minimum and maximum values of feature 𝑋. The mapping of
Min–max normalization is computed in the following:

𝑋new =
𝑋 −𝑋min

𝑋max −𝑋min
(𝑋new-max −𝑋new-min) +𝑋new-min, (9)

where 𝑋new-max and 𝑋new-min represent the maximum and minimum
values of the range, respectively. In our study, we put all variables in
the range [0, 1].

4.3. Feature selection

Feature selection is one of the core techniques in machine learning,
which has significantly impacted the model performance. The benefit
of feature selection is to reduce the dimensionality of the features.
Performing this step not only makes the calculations faster and the
parameters easier to be tuned, but also may improve classification accu-
racy. There exist many methods of feature selection in machine learning
such as Mutual information, Information gain, Correlation-based filter,
PCA, and Chi-squared test. The varieties of feature selection methods
are usually divided into Filters and Wrappers. Filters perform feature
selection based on the characteristics of data itself, and they operate
independently of any learning algorithms by estimating the usefulness
of features using an evaluation function. Features that are not expected
to provide valuable information for classification are filtered out of
the dataset before classification starts. Generally, mutual information,
information gain, and correlation-based filter methods belong to the
Filters. Filters are usually less computationally intensive than wrappers,
but Filters provide a feature set which does not depend on a specific
type of predictive model, which means a feature set from a filter is more
general than the set from wrappers (Hajek & Michalak, 2013). Filters
have also been used as a preprocessing step for wrappers methods,
allowing a wrapper to be used on more significant problems. Many
Filters methods provide a feature ranking rather than an explicit best
feature subset, and the cut-off point in the ranking is usually chosen by
cross-validation. Wrappers use some types of enumeration algorithms
to explore the space of feature subsets since the number of all possible
feature subsets is large. Thus, it is necessary to employ a search pro-
cedure that only iterates over a portion of all of the possible subsets.
Overall, Wrappers feature selection is much slower than Filters due to
large subsets, but Wrappers may produce better results on the specific
type of prediction method. Hua, Tembe, and Dougherty (2009) proved
that Wrappers performed better than Filters on a large sample size. The
search process may be methodical such as a best first search, and it also
may be stochastic such as a random hill-climbing algorithm.

In our study, we employ the Correlation-based filter method, be-
cause it can generate a general feature subset, which is compatible
with different AI methods. Correlation-based feature selection is a filter
algorithm that ranks feature subsets according to a correlation based
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Table 3
Correlation-based feature selection.
Ranked attributes:

0.2015 Total Debt/Total Asseta 0.1307 Retained Earningsa

0.1767 Market Value - Total - Fiscala 0.1205 Interest and Related Expense - Totala
0.1690 Earnings Before Interesta 0.1171 Book Value Per Sharea

0.1673 Common Equity - Liquidation Valuea 0.1128 Assets - Totala
0.1672 Revenue - Totala 0.1037 Casha

0.1672 Sales/Turnover (Net)a 0.0986 Liabilities - Totala
0.1665 Stockholders Equity - Totala 0.0958 EBTI/Total Asseta

0.1636 Gross Profit (Loss)a 0.0931 EBTI/REVa

0.1531 Earnings Per Share from Operationsa 0.0913 Net Cash Flow
0.1517 Dividends per Share - Pay Date - Calendara 0.0692 Debt in Current Liabilities - Total
0.1473 Operating Activities - Net Cash Flowa 0.0676 Gross Profit/REV
0.1415 Comprehensive Income - Parenta 0.0660 Financing Activities - Net Cash Flow
0.1393 Long-Term Debt - Totala 0.0639 Inventories - Total
0.1376 Employeesa 0.0503 Total Asset/Total Liabilities

aIndicates the selected features.
euristic evaluation function. The bias of the evaluation function is
oward subsets that contain features that are highly correlated with
he class. Here, the stepwise subset method can be applied to find the
ptimal stopping point; we start with an empty set of features, and
he feature set is expanded based on the ranking of the correlation-
ased method. The procedure is stopped when the addition of more
ariables provides no improvement in classification accuracy. Finally,
he 22 features have been selected out of 28 features, which is operated
y WEKA. The rank of each feature is listed in Table 3.

.4. Model performance

In order to validate the effectiveness of our model, we conduct
he experiments using the following eight learning algorithms, namely;
1) One-vs-one, (2) One-against-all, (3) Random Forest, (4) ECOC, (5)
MSVM Forward, (6) OMSVM Backward, (7) Stacking, and (8) ANN.
or each dataset, twenty percent of the data is used for validation,
nd the remaining eighty percent is used for training. We adopt the
ive-fold stratification cross-validation for each dataset. Stratification is
he process of rearranging the data to ensure each fold has the same
lass distribution as the original dataset, and it is a better scheme
oth in terms of bias and variance, compared to conventional cross-
alidation. More precisely, stratification is designed in a supervised way
or classification and aims to ensure each class is approximately equally
epresented across each training and testing folds. As a result, we
roduce the experimental results under the eight learning algorithms
or each dataset. The parameters for each method are described as
ollows.

.4.1. Model parameters
In the case of multi-class SVM, Gaussian radial basis is used as the

ernel function. There are two parameters, the upper bound 𝐶 and
he kernel parameter 𝛾, that have very important roles in determining
he performance of multi-class SVM; selecting improper parameters
ay cause the over-fitting or under-fitting. In our study, the optimal
arameters 𝐶 and 𝛾 of multi-class SVM are obtained by Grid Search. The
F model is one of the bagging ensemble learning algorithms, there are
any parameters such as ‘‘𝑛 estimators’’, ‘‘max depth’’, ‘‘max feature’’,

tc. However, the most important parameters of RF are ‘‘𝑛 estimators’’,
‘‘max depth’’, and ‘‘min samples split’’, that have a huge impact on the
model performance. The best value of them can be obtained by Grid
Search.

The parameters of ANN model depend on the structure of ANN.
The number of hidden layers is a crucial parameter, too many layers
may cause vanishing gradient or over-fitting, too less may lead to bad
prediction accuracy. In our experiment, we tested with the varying
number of hidden layers on the range of [3, 30]; the model with 7 hidden
layers has the highest prediction accuracy in five-fold cross-validation.
The initial learning rate is another critical parameter in ANN, which
6

Table 4
Model parameters.

Model Parameters Parameter values

One-vs-one C, gamma,
kernel function

C=10000; gamma=0.1;
RBF kernel

One-against-all C, gamma,
kernel function

C=10000; gamma=0.01;
RBF kernel

Random Forest n_estimators,
max_depth,
min_samples_split

n_estimators=20;
max_depth=20;
min_samples_split=8

ECOC C, gamma C=10000; gamma=0.01;
OMSVM Forward C, gamma,

kernel function
C=11356; gamma=0.1;
RBF kernel

OMSVM Backward C, gamma,
kernel function

C=11356; gamma=0.1;
RBF kernel

ANN learning rate;
hidden layer size;
activation function

learning rate=0.0001;
number of hidden layer =7;
ReLu

determines the efficiency of the ANN model. If the learning rate is
too small, the ANN model needs more time to be trained; if it is too
large, the ANN model may fail to converge. Thus, we tested with the
initial learning rate from the range [0.0001, 0.1]; the initial learning
rate of 0.0001 has a good performance in five-fold cross-validation. In
order to avoid the vanishing gradient, the ReLU is employed as our
activation function. In addition, Luo, Wu, and Wu (2017) and Zhong
et al. (2014) pointed out that increasing the nodes of each hidden layer
will not improve performance when the size of each hidden layer is
large enough. The optimal parameters values for each model are shown
in Table 4.

4.4.2. Experimental results
Table 5 summarizes our experimental results in credit rating pre-

diction on the U.S. data for the year 2014, 2015, and 2016. For each
model, the average prediction accuracy of five-fold cross-validation is
displayed. Accuracy is the percentage of correctly classified instances
and provides a measure for the capability to make an accurate pre-
diction. As shown in Table 5, RF provides the highest prediction
accuracies 68.26%, 67.82%, and 68.92% for the year 2014, 2015
and 2016, respectively; ECOC provides the worst prediction accura-
cies 63.89% and 65.38% for the year 2014 and 2016, respectively;
and SVM (One-vs-one) provides the worst prediction accuracy for the
year 2015. In addition, the ANN model provides the second highest
prediction accuracies 67.74% and 69.81% for the year 2015 and 2016.
For OMSVM Forward and Backward, the results highlight that OMSVM
(Forward and Backward) perform better than SVM (One-vs-one and
One-against-all) for each dataset.
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Table 5
Model performance.

One-vs-one One-against-all RF ECOC OMSVM
(Forward)

OMSVM
(Backward)

Stacking ANN

Data 2016 67.81 66.26 68.92 65.38 67.92 68.48 68.39 68.81
Data 2015 64.93 65.75 67.82 65.04 65.81 66.59 66.3 67.74
Data 2014 65.19 64.55 68.26 63.89 66.64 66.12 67.11 67.07
Table 6
Metrics based on credit rating history.

Feature name Formula Description

Momentum 𝐶𝑡 − 𝐶𝑡−4 It measures the change in credit
rating over a year.

Disparity 𝐶𝑡 −𝑀𝐴 It measures the distance between
its current rating and moving
average over the past 𝑇 years.

Disparity ratio 𝐶𝑡−𝑀𝐴
𝐻𝑡,𝑇 −𝐿𝑡,𝑇

It measures the ratio of the
difference between its current
rating and moving average to the
difference between the highest
and lowest credit ratings.

First-order variation
4𝑇−1
∑

𝑘=0

|

|

|

𝐶𝑡−𝑘 − 𝐶𝑡−𝑘−1
|

|

|

It measures the volatility (or
mobility) of credit rating for the
past 𝑇 years.

Second-order variation
4𝑇−1
∑

𝑘=0
(𝐶𝑡−𝑘 − 𝐶𝑡−𝑘−1)2 It measures the volatility of credit

rating and focuses more on big
movements.

5. Proposed approaches

5.1. Metrics based on credit rating history

Inspired by Kim (2003) and Masoud (2014), we extract the features
from the history of a firm’s credit rating and construct the metrics
which characterize past changes in the credit rating of the firm. The
motivation behind this is that the current credit rating may be highly
correlated with past changes in the firm’s credit rating, and the predic-
tion performance may be enhanced by using the information on rating
history. In fact, credit rating is an indicator of the financial situation of
a company, and there may be a meaningful relationship between the
current credit rating and the company’s recent financial performance.
Before we build the metrics, we first convert the categorical data to
numerical data, that is, AAA is converted to ‘‘22’’, AA+ is converted
to ‘‘21’’, and so on; and we consider historical data for credit rating
on a quarterly basis for the past 𝑇 (𝑇 ≥ 1) years. For convenience
purposes, we define some notations as follows. Let 𝐶𝑡 be the credit
rating at current time 𝑡, and 𝑀𝐴 be the moving average of credit
ratings for the past 𝑇 years, that is, 𝑀𝐴 = 1

4𝑇
∑4𝑇−1

𝑘=0 𝐶𝑡−𝑘 where the
time unit is quarter. We denote by 𝐻𝑡,𝑇 and 𝐿𝑡,𝑇 the highest and the
lowest credit ratings in the period, respectively, i.e., 𝐻𝑡,𝑇 and 𝐿𝑡,𝑇 are
the maximum value and minimum value in the set {𝐶𝑡−𝑘, 0 ≤ 𝑘 ≤
4𝑇 − 1}. We propose five metrics that include Momentum,2 Disparity,
Disparity ratio,3 First-order variation,4 and Second-order variation. The
descriptions and formulations are shown in Table 6.

5.2. Parallel ANNs

As mentioned in Section 2, several articles have validated the
capability of ANN and ensemble learning methods for credit rating

2 It indicates whether the firm was upgraded (positive value) or
downgraded (negative value) into its current rating.

3 Disparity ratio is defined as 0 in case 𝐻𝑡,𝑇 − 𝐿𝑡,𝑇 = 0.
4 It represents the cumulative sum of the changes in credit rating for a given

period of time.
7

Fig. 3. The general formulation process of Parallel ANNs.

assessment, which have been widely applied in the financial industry.
However, the intensive investigation of neural networks ensemble for
credit risk evaluation has not formulated a convincing theoretical foun-
dation and overall process model yet (Yu et al., 2008). Recently, the
parallel ANN training techniques (Zhang et al., 2016) have been imple-
mented on Shared Memory Architecture (Araiijo, Teixeira, Camargo, &
Almeida, 2003) and on Distributed Memory Architecture (Thulasiram
et al., 2003). The parallel ANN training technique can accelerate the
training process by dividing the dataset into multiple subsets. Inspired
by Zhang et al. (2016), we apply the parallel training technique to deal
with historical financial data. The motivation of our proposed PANNs
model is that the current credit rating may be highly correlated with
the recent financial performance of the firm in addition to the current
financial report, so it would contribute to the improvement of credit
rating prediction if useful information can be extracted from historical
financial data. Based on this intuition, we apply the general parallel
training technique to fit historical financial data by constructing several
independent ANNs to achieve the goal of improving the prediction
accuracy. Each independent ANN model we construct deals with each
year’s financial data; the final output is aggregated from the base
classifiers by the weighted average algorithm.

The proposed Parallel ANNs model consists of three stages; the first
stage is to create the neural network classifiers; the second stage is to
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integrate multiple classifiers into an ensemble output; the third stage
is to perform the learning process of the PANNs model. The general
architecture of the Parallel ANNs ensemble learning model is illustrated
in Fig. 3.

5.2.1. Neural network classifier
According to Hansen and Salamon (1990), an ensemble classifier

performs more accurate than any of its individual members if the base
classifiers are accurate and diverse. An effective ensemble method con-
sisting of diverse models with much disagreement is more likely to have
a good generalization performance (Wang et al., 2005). For the ensem-
ble neural network model, several methods have been investigated for
the generation of ensemble members making different errors (Sharkey,
1996). These methods include using different initial conditions, using
different network architecture, using different training data, and using
different training algorithms. Such methods basically rely on varying
the parameters related to design and to the training of neural net-
works. In our study, the neural network is employed as our classifier
because of two main reasons. First, the neural network with an identity
activity function in the output unit and activity function in the middle-
layer units can approximate any continuous function arbitrarily well
given a sufficient amount of middle layer units. Second, the different
input vectors can generate different architectures of neural network
by changing the number of hidden layers and the number of nodes
in each layer, etc.; the different architectures of neural networks can
contribute to having an effective ensemble model that produces an
excellent generalization performance.

Suppose we have 𝑛 years financial data 𝑿 for a firm, it can be
epresented as follows:

=

⎡

⎢

⎢

⎢

⎢

⎣

𝑋11, 𝑋12, ⋯ , 𝑋1𝑚
𝑋21, 𝑋22, ⋯ , 𝑋2𝑚
⋮ ⋱ ⋮

𝑋𝑛1, 𝑋𝑛2, ⋯ , 𝑋𝑛𝑚

⎤

⎥

⎥

⎥

⎥

⎦

(10)

here 𝑚 is the number of inputs for each year. Each row of the
atrix represents yearly financial data, i.e., 𝑿𝑖 represents the financial

eatures for the 𝑖th year and is written as 𝑿𝑖=(𝑋𝑖1, 𝑋𝑖2,… , 𝑋𝑖𝑚), where
= 1, 2,… , 𝑛. We divide the whole dataset into 𝑛 subsets, each subset
enerates a BPNN model, so the PANNs model consists of 𝑛 BPNN
odels. Let 𝒀 𝑙 be the label of each firm for 𝑙 = 1, 2,… , 𝑞, where 𝑞

s the number of firms in the dataset. Assume each 𝒀 𝑙 has 𝑠 neurons
utput and is written as 𝒀 𝑙 = (𝑦𝑙1, 𝑦𝑙2,… , 𝑦𝑙𝑠)𝑻 , where 𝑻 is the transpose
f a row vector. Let 𝒀 (𝑖) be the prediction of the 𝑖th BPNN model and
̃ (𝑖)

= (�̂�(𝑖)1 , �̂�(𝑖)2 ,… , �̂�(𝑖)𝑠 )𝑻 . Then, the output vector 𝒀 (𝑖) can be represented
s:

̃ (𝑖)
=

⎡

⎢

⎢

⎢

⎢

⎣

�̂�(𝑖)1
�̂�(𝑖)2
⋮
�̂�(𝑖)𝑠

⎤

⎥

⎥

⎥

⎥

⎦

=

⎡

⎢

⎢

⎢

⎢

⎣

𝑓1(𝑿𝑖)
𝑓2(𝑿𝑖)

⋮
𝑓𝑠(𝑿𝑖)

⎤

⎥

⎥

⎥

⎥

⎦

=

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

𝑏(1)0 +
ℎ𝑖
∑

𝑘=1
𝑤(1)

𝑘 𝑔(
𝑚
∑

𝑗=1
𝑤(1)

𝑖𝑗 𝑋𝑖𝑗 + 𝑏(1)𝑘 )

𝑏(2)0 +
ℎ𝑖
∑

𝑘=1
𝑤(2)

𝑘 𝑔(
𝑚
∑

𝑗=1
𝑤(2)

𝑖𝑗 𝑋𝑖𝑗 + 𝑏(2)𝑘 )

⋮

𝑏(𝑠)0 +
ℎ𝑖
∑

𝑘=1
𝑤(𝑠)

𝑘 𝑔(
𝑚
∑

𝑗=1
𝑤(𝑠)

𝑖𝑗 𝑋𝑖𝑗 + 𝑏(𝑠)𝑘 )

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

(11)

here 𝑏𝑘 is the bias on the 𝑘th unit, 𝑤𝑖𝑗 is the connection weight
etween layers of the 𝑖th BPNN model, 𝑔(⋅) is the transfer function of
idden layers, and ℎ𝑖 is the number of hidden nodes for the 𝑖th BPNN.

.2.2. Ensemble method
In general, there are various methods to aggregate base learners

uch as ranking, simple averaging, and majority voting. Majority voting
s the most widely used ensemble strategy for classification problems.
he final decision is determined by the ensemble members’ voting.
ypically, it takes over half the ensemble to agree a result for it to be
ccepted as the final output of the ensemble method. However, major-
ty voting ignores the fact some neural network that lies in a minority
8

c

ometimes does produce the correct results (Yang & Browne, 2004).
or the simple averaging method, the final output can be obtained
y averaging the sum of each output of the ensemble members. It is
ore useful when the variances of ensemble members are different.
evertheless, this method treats each ensemble member equally, it does
ot stress those ensemble members who can make more contribution
o the output generalization. Ranking is where the members of an
nsemble learning are called low-level classifiers and they produce
ot only a single result but a list of choices ranked in terms of their
ikelihood. Then, the high-level classifier chooses from this set of classes
sing additional information that is not usually available to or well
epresented in a single low-level classifier (Yu et al., 2008). In our
odel, we adopt the weighted average ensemble algorithm where the

ontribution of each member to the final prediction is weighted by the
erformance of the model. Then, the combiner combines each BPNN𝑖’s
utputs, and it can be formulated as

ANNs =
𝑛
∑

𝑖=1
𝑤𝑓

𝑖 × BPNN𝑖, (12)

here 𝑤𝑓
𝑖 is the aggregate level weight of BPNN𝑖. For the convenience

f notations to express the final output of PANNs, we denote by the 𝒀 𝑙
𝑓

he final output of the 𝑙th firm. From Eq. (11), we have

�̃�
𝑓
=

⎡

⎢

⎢

⎢

⎢

⎣

�̂�𝑓𝑙1
�̂�𝑓𝑙2
⋮
�̂�𝑓𝑙𝑠

⎤

⎥

⎥

⎥

⎥

⎦

=

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

𝑛
∑

𝑖=1
𝑤𝑓

𝑖1�̂�
(𝑖)
𝑙1

𝑛
∑

𝑖=1
𝑤𝑓

𝑖2�̂�
(𝑖)
𝑙2

⋮
𝑛
∑

𝑖=1
𝑤𝑓

𝑖𝑠�̂�
(𝑖)
𝑙𝑠

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

=

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

𝑛
∑

𝑖=1
𝑤𝑓

𝑖1[𝑏
(1)
0 +

ℎ𝑖
∑

𝑘=1
𝑤(1)

𝑘 𝑔(
𝑚
∑

𝑗=1
𝑤(1)

𝑖𝑗 𝑋
(𝑙)
𝑖𝑗 + 𝑏(1)𝑘 )]

𝑛
∑

𝑖=1
𝑤𝑓

𝑖2[𝑏
(2)
0 +

ℎ𝑖
∑

𝑘=1
𝑤(2)

𝑘 𝑔(
𝑚
∑

𝑗=1
𝑤(2)

𝑖𝑗 𝑋
(𝑙)
𝑖𝑗 + 𝑏(2)𝑘 )]

⋮
𝑛
∑

𝑖=1
𝑤𝑓

𝑖𝑠[𝑏
(𝑠)
0 +

ℎ𝑖
∑

𝑘=1
𝑤(𝑠)

𝑘 𝑔(
𝑚
∑

𝑗=1
𝑤(𝑠)

𝑖𝑗 𝑋
(𝑙)
𝑖𝑗 + 𝑏(𝑠)𝑘 )]

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

, (13)

here 𝑤𝑓
𝑖𝑗 is the aggregate level weight for the 𝑗th node of BPNN 𝑖, �̂�𝑓𝑙𝑗

s the final output for the 𝑗th node of firm 𝑙, and 𝑋(𝑙)
𝑖𝑗 represents 𝑛 years

inancial data for the 𝑙th firm.

.2.3. Learning process
For the classification task, PANNs have to be trained by the BP

lgorithm. In our proposed model, the objective is to minimize the
ross-entropy loss function, which is defined as

= −
𝑞
∑

𝑙=1

𝑠
∑

𝑗=1
𝑦𝑙𝑗 log(

𝑛
∑

𝑖=1
𝑤𝑓

𝑖𝑗 �̂�
(𝑖)
𝑙𝑗 ), (14)

here 𝑦𝑙𝑗 is the label of the 𝑗th node for firm 𝑙. The model parameters
re to be updated iteratively by a process of minimizing the cross-
ntropy loss function 𝐿 (14). By adjusting weights 𝑤𝑖𝑗 , all input vectors
re correctly mapped to their corresponding output vectors. The opti-
al weights are to be obtained by stochastic gradient descent, layer by

ayer. The direction and magnitude change 𝛥𝑤𝑖𝑗 is computed as

𝑤𝑖𝑗 = − 𝜕𝐿
𝜕𝑤𝑖𝑗

𝛾, (15)

here 0 < 𝛾 < 1 is the learning rate that controls the algorithm’s
onvergence rate. The total error is propagated back, layer by layer,
rom the output units to the input unit. The process is executed during
ach iteration of the Back-propagation algorithm until the total error
onverges.
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Table 7
Summary of the ensemble learning methods for credit rating prediction.

Method Dataset Ensemble method Prior studies

Parallel ANNs Historical financial data,
divided into disjoint data
sets for each year

Weighted average

Multi-agent ANNs One year financial data,
boosting or bagging
algorithm applied to
generate training data sets

Mean & majority voting Yeung et al. (2007)
Yang and Browne
(2004)

Multi-stage ANNs One year financial data,
bagging algorithm applied
to generate different
training subsets

Decorrelated maximization
algorithm used to select
ANNs and five different
learning strategies for the
aggregate output

Yu et al. (2008)

Evolutionary ANNs Time series dataset Rank-based and softmax
combination

Donate et al. (2013)
Table 8
Model performance with 3-year metrics.

One-vs-one One-against-all RF ECOC OMSVM
(Forward)

OMSVM
(Backward)

Stacking ANN

Data 2016 68.59a 67.37a 69.36a 66.26a 69.25a 69.37a 69.03a 70.03a

Data 2015 67.56a 67.49a 69.32a 66.48a 68.03a 70.48a 68.48a 68.81a

Data 2014 66.59a 66.59a 69.26a 66.93a 68.15a 66.37a 68.00a 67.82a

aIndicates that indicator has been improved.
5.2.4. Comparison with previous studies
The main studies of ensemble learning in credit rating assessment

are summarized in Table 7. These ensemble studies have employed
ANN as the base learner since ANN has an excellent generalization per-
formance, and the different architectures of ANN model can contribute
to generating an effective ensemble classifier. Yang and Browne (2004)
and Yeung et al. (2007) applied the general bagging and boosting
ensemble methods to generate different training datasets. The primary
ensemble learning methods (mean and majority voting) are applied
to the multi-agent ANNs model. Yu et al. (2008) split the original
dataset into a training set and a testing set, then applied the bagging
algorithm to generate different training subsets. Compared to primary
ensemble methods, Yu et al. (2008) proposed a reliability-based en-
semble strategy to make the final decision of the ensemble at the
measurement level, in which Maximum strategy, Minimum strategy,
Median strategy, Mean strategy, and Product strategy can be used
to integrate the individual ensemble members. Donate et al. (2013)
considered the single feature with time series data 𝑦𝑡−1, 𝑦𝑡−2, . . . , 𝑦𝑡−𝑘,
where 𝑡 − 1, . . . , 𝑡 − 𝑘 is a set of time lags used, and 𝑡 is the current
time, then applied two different methods for integrating the ensemble
learning, namely Rank-based and softmax combination.

6. Experimental results

6.1. Results for new metrics on credit rating history with US data

To thoroughly validate the superior performance of our model, we
apply three different real-world datasets from the U.S. (2014, 2015, and
2016), which were described in Section 4.1. The experiments are con-
ducted by using the past three years (12 quarters) of credit ratings data
to extract the features for each dataset. To ensure that the proposed
metrics provide valuable information for the multi-class classification
of credit rating, we operate the stepwise method on feature selection.
Starting with the 22 selected features, we test whether adding each of
the five metrics improves the classification accuracy or not by using
five-fold cross-validation. The procedure is stopped until adding more
metrics provides no improvement in classification accuracy. Finally,
Disparity and First-order variation are selected and added in the feature
space in this experiment.
9

Table 8 presents the experimental results of the conventional AI
models with the new metrics constructed in Section 5.1, and the
average result of five-fold cross-validation is displayed for each dataset.
As shown in this table, the average prediction accuracies of SVM (One-
vs-one) with the three-year metrics are 68.59%, 67.59%, and 66.59%
for the year 2016, 2015 and 2014, which have been improved by 1.1%,
2.7%, and 1.4% respectively, in comparison to those of SVM (One-
vs-one) in Table 5. For the OMSVM (Forward) method, the average
prediction accuracies with the three-year metrics have been increased
by 1.3%, 2.2%, and 1.5% for the year 2016, 2015 and 2014, respec-
tively. From the experimental results, we found that the expansion of
the feature space by extracting the features from credit rating history
leads to better predictive performance for corporate credit rating assess-
ment. It is impressive that for each dataset the prediction accuracies
have been improved for all conventional methods. Consequently, our
approach provides an effective and efficient solution for the classifica-
tion problem of credit rating. In addition, we conducted experiments
by using the past five years of credit ratings; the performance has been
improved compared to the models in Table 5, but not as good as the
one using the past three years of data.

6.2. Results for PANNs with US data

In our experiments, we validate the performance of PANNs by
applying two different scenarios; one is to predict the 2016 credit
ratings by using the previous two years (2015, 2016) and three years
(2014, 2015, and 2016) of financial data, and the other is to predict the
2015 ratings by using the past two years (2014, 2015) and three years
(2013, 2014, and 2015) of financial data. The financial data (2013,
2014, 2015, and 2016) were collected from Bloomberg. After obtaining
the raw data, min–max normalization is applied to mitigate the size of
the effect as described in Section 4.2. All historical financial data have
been put in the range [0, 1] by Eq. (9).

To evaluate the model efficiency, we apply five indicators to mea-
sure the model performance, which includes Accuracy, Precision, Re-
call, 𝐹1 Score, and AUC. Precision is the fraction of relevant instances
among the retrieved instances, which is calculated by dividing the
true positive by the sum of the true positive and false positive. Recall

(also called sensitivity) is the fraction of the total amount of relevant
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Table 9
Model performance of PANNs.

Accuracy Precision Recall 𝐹1 Score AUC

2016 ANN 68.51% 69.99% 68.40% 68.93% 88.92%
2016 PANNs(2) 71.32% 72.56% 70.85% 71.30% 90.72%
2016 PANNs(3) 71.14% 73.66% 68.68% 70.11% 90.49%

2015 ANN 67.75% 69.04% 67.48% 68.11% 88.90%
2015 PANNs(2) 69.95% 70.63% 69.47% 69.77% 90.49%
2015 PANNs(3) 70.03% 70.86% 68.52% 69.25% 90.46%

instances that were actually retrieved, which is calculated by dividing
the true positive by the sum of the true positive and false negative.
These two performance metrics measure the true positive rate and
positive predictive rate. 𝐹1 score is a measure that combines precision
nd recall, i.e., the harmonic mean of precision and recall. The Receiver
perating Characteristic (ROC) curve is a graphical representation of

he true positive rate against the false negative rate, and the Area Under
he Curve (AUC) is simply the area under the ROC curve. AUC values
f 0.5 and 1 correspond to random and perfect prediction, respectively.

In the first experiment, financial data of the firms for the year 2015
s used as input 1 and financial data for the year 2016 as input 2 for the
wo-year case; financial data of the firms for the year 2014 is used as
nput 1, financial data for the year 2015 as input 2, and financial data
or the year 2016 as input 3 for the three-year case. The credit ratings
or the year 2016 are assessed by using past two-year and three-year
istorical financial data. In the second experiment, we set the financial
ata for the year 2014 and 2015 as input 1 and input 2 for the two-year
ase; financial data for the year 2013 as input 1, financial data for the
ear 2014 as input 2, and financial data for the year 2015 as input 3 for
he three-year case. The credit ratings for the year 2015 are assessed by
sing past two-year and three-year historical financial data. For each
xperiment, twenty percent of the data are used for validation, and
he remaining eighty percent are used for training. In our experiment,
ach year’s financial data generates an individual BPNN. The output of
ach BPNN is the probability that behavior happens, and each BPNN
s trained by the traditional BP learning algorithm. The weights will
e updated by minimizing the categorical cross-entropy layer by layer.
he algorithm of PANNs is displayed in Algorithm 1.

Table 9 presents the experiment results of PANNs on the prediction
f 2015 and 2016 credit ratings by using the past two years and
hree years of financial data. The first three rows of Table 9 are the
xperimental results of the year 2016, and last three rows are the
rediction results of the year 2015. For convenience purposes, we
enote by PANNs(2) the PANNs method with the past two years of
inancial data, and by PANNs(3) the PANNs method with the past three
ears of data.

As shown in Table 9, it is illustrated that the average prediction
ccuracy and AUC of PANNs(2) are slightly higher than those of
ANNs(3) for the year 2016, which implies that PANNs with the past
wo years of data works better on the 2016 credit ratings prediction
han PANNs with the past three years of data. Compared to established
NN, the prediction accuracies of PANNs(2) and PANNs(3) have been
nhanced by 2.8% and 2.6%, respectively. On the other hand, it reveals
hat the average accuracy of PANNs(3) is slightly higher than that of
ANNs(2) for the year 2015, while the AUC of PANNs(2) is slightly
igher than that of PANNs(3). Compared to conventional ANN, the
ccuracies of PANNs(2) and PANNs(3) for the year 2015 have risen by
.2% and 2.3%, respectively. Overall, the accuracy, precision, recall, 𝐹1
core, and AUC of PANNs on the prediction of 2015 and 2016 credit
atings have been significantly improved, and the PANNs model has
erformed remarkably better than the conventional AI methods. Inter-
stingly, the PANNs model with one more year of financial data may
10

ead to lower prediction performance. For this phenomenon, Yu, Wang,
Algorithm 1 Parallel ANNs Algorithm
Date set 𝐷1 ∶= {𝑋11, 𝑋12,… , 𝑋1𝑚}
Data set 𝐷2 ∶= {𝑋21, 𝑋22,… , 𝑋2𝑚}
⋮
Data set 𝐷𝑛 ∶= {𝑋𝑛1, 𝑋𝑛2,… , 𝑋𝑛𝑚}
Label 𝑌 ∶= {𝑌1, 𝑌2,… , 𝑌𝑛}
Process:
Network 1 depth: 𝐼1
Network 1 weights vectors of model 𝑊1(𝑖), 𝑖 = 1, 2,… , 𝐼1.
The bias vectors of the network 1 𝐵1(𝑖), 𝑖 = 1, 2,… , 𝐼1.
Network 2 depth: 𝐼2
Network 2 weights vectors of model 𝑊2(𝑖), 𝑖 = 1, 2,… , 𝐼2.
The bias vectors of network 2 𝐵2(𝑖), 𝑖 = 1, 2,… , 𝐼2.
⋮
Network n depth: 𝐼𝑛
Network n weights vectors of model 𝑊𝑛(𝑖), 𝑖 = 1, 2,… , 𝐼𝑛.
The bias vectors of network n 𝐵𝑛(𝑖), 𝑖 = 1, 2,… , 𝐼𝑛.
ℎ1(0) = 𝐷1;
For 𝐾 = 1, 2, 3, ..., 𝐼1;
𝑎1(𝐾) = 𝐵1(𝐾) +𝑊1(𝐾)ℎ1(𝐾 − 1);
ℎ1(𝐾) = 𝑓 (𝑎1(𝐾))
end for
Output 1 = ℎ1(𝐼1);
ℎ2(0) = 𝐷2;
For 𝐾 = 1, 2, 3, ..., 𝐼2;
𝑎2(𝐾) = 𝐵2(𝐾) +𝑊2(𝐾)ℎ2(𝐾 − 1);
ℎ2(𝐾) = 𝑓 (𝑎2(𝐾))
end for
Output 2 = ℎ2(𝐼2);
⋮
ℎ𝑛(0) = 𝐷𝑛;
For 𝐾 = 1, 2, 4, ..., 𝐼𝑛;
𝑎𝑛(𝐾) = 𝐵𝑛(𝐾) +𝑊𝑛(𝐾)ℎ𝑛(𝐾 − 1);
ℎ𝑛(𝐾) = 𝑓 (𝑎𝑛(𝐾))
end for
Output n = ℎ𝑛(𝐼𝑛);
Final output = g(Output 1, Output 2, ⋯, Output n)

and Lai (2005) pointed out that the neural network ensemble model
does not follow the rule of ‘‘the more, the better’’. One reasonable
interpretation is that the three years of financial data may have had
more noise than the two years of data.

6.3. Model validation with additional data

In this subsection, we validate our approach with a Japanese dataset
which is different in context, number and balance of data classes from
the U.S. datasets described in Section 4.1.

We collected a Japanese corporate rating dataset from the Japan
Credit Rating Agency,5 and obtained comparable financial variables
with those in the U.S. datasets from Bloomberg and WRDS.6 The dataset
covered financial variables and ratings from the year of 2015 to 2019.
After filtering data with missing values, we obtained 292 companies
in Japan with 27 financial features. We group the ratings into four
classes; grouping AAA, AA+, AA, AA- as class A to represent highest
credit quality with the lowest credit risk; grouping A+, A as class B to
represent second best credit quality; grouping A- as class C; grouping
BBB+, BBB, BBB-, BB+ as class D to represent the higher credit risk.
The distributions of the credit ratings and the new rating classes are
shown in Figs. 4 and 5, respectively.

5 https://www.jcr.co.jp/en/ratinglist/corp.
6 Wharton Research Data Service https://wrds-www.wharton.upenn.edu.

https://www.jcr.co.jp/en/ratinglist/corp
https://wrds-www.wharton.upenn.edu
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Table 10
Model performance on Japanese data.

One-vs-one One-against-all RF ECOC OMSVM
(Forward)

OMSVM
(Backward)

Stacking ANN

Data 2019 61.82 60.61 60.95 58.55 60.76 60.27 58.37 59.25
With new metrics 62.46a 61.98a 62.03a 59.59a 60.96a 61.30a 59.04a 59.38a

aIndicates that indicator has been improved.
Table 11
Model performance of PANNs on Japanese data.

Accuracy Precision Recall 𝐹1 Score AUC

2019 ANN 59.25% 56.8% 58.81% 58.05% 77.02%
2019 PANNs(2) 60.54% 57.77% 59.01% 58.93% 78.53%
2019 PANNs(3) 60.27% 56.71% 58.93% 57.75% 77.81%

Fig. 4. Credit ratings from 2017 to 2019 for Japanese data.

Fig. 5. Distribution of new rating classes from 2017 to 2019 for Japanese data.

The data preprocessing and feature selection are also implemented
in this dataset, similarly as in Section 4.2. After applying the min–max
normalization to eliminate the size effect, we operate the correlation-
based feature selection. Twenty-one financial features have been se-
lected from the total features we collected, which include all Twenty-
two features in Table 3, except for Gross Profit (Loss).

In order to validate our approach of adopting new metrics on credit
rating history introduced in Section 5.1, the experiments are conducted
by using the past four years of annual credit ratings to extract the fea-
tures for Japanese data, and operating the stepwise method on feature
selection. Finally, Disparity, Momentum, and First-order variation are
selected and added in the feature space in this experiment.

Table 10 presents the results of the conventional AI models without
and with the new metrics, where the average result of five-fold cross-
validation is displayed. As shown in this table, the average of prediction
11
accuracies of all conventional AI models have been improved by adding
new metrics. Among them, SVM (One-against-all) provides the largest
improvement (1.37%), and Random Forest provides the second largest
improvement (1.08%).

Table 11 presents the experiment results of PANNs on the prediction
of 2019 credit ratings by using the past two years and three years of fi-
nancial features. The prediction accuracies of PANNs(2) and PANNs(3)
have been enhanced by 1.3% and 1%, respectively, and PANN(2)
performs slightly better than PANN(3). Moreover, the precision, recall,
F1 score, and the AUC of PANNs on the prediction of 2019 credit ratings
are also improved.

7. Conclusion

Credit rating has become an efficient tool for financial institutions to
discriminate the potential risky borrowers and manage credit risk. The
predictive performance of the credit rating is critical to the profitability
of financial institutions. A more accurate model can significantly reduce
the cost of the credit industry and the loss of debt issuers.

In this paper, we propose two approaches to improve the prediction
accuracy of credit rating. First, we construct new metrics to character-
ize past changes in credit rating and expanded the feature space with
new input features. Second, we propose a novel ensemble structure of
artificial neural networks, called parallel ANNs, which is designed to
utilize historical financial data for credit rating assessment.

To validate the applicability of the proposed learning analytics
methods, we apply two real-world cases of credit ratings from the
U.S. and Japan. Our experiment results disclose that the metrics based
on credit rating history can contribute to enhancing the prediction
accuracy of credit rating. It is impressive that our approach has led
to an improvement in prediction accuracy for all conventional learning
methods. In addition, our experiment results illustrate that the PANNs
model is superior to conventional AI techniques; the prediction ac-
curacy has been roughly improved by 3% to 5%. Consequently, our
two approaches provide an effective and efficient way to enhance the
prediction accuracy in credit rating assessment.

Although we validated our proposed PANNs model has superior
performance with real-world data, the limitation of our study is that we
do not provide theoretical evidence to support our assertion that our
approach is the most efficient among various conventional methods.
Especially for PANNs, despite the model is intuitively designed to seek
the relationship between the current credit rating and the previous
financial performance of the firm, it does not follow the rule of ‘‘ the
more, the better ’’. In addition, it seems to be slightly slower than
conventional methods with respect to time consumption. However, our
experiment results reveal that the proposed PANNs ensemble learning
model provides a promising solution in credit risk assessment, and
furthermore, it has a great potential to other multi-class classification
problems using historical data of features.
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